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ABSTRACT Wireless sensor networks (WSNs) play an imperative role in the communication among independently 

implemented wired, localized, or mobile sensors in a cyber-physical system. Environmental monitoring, object 

identification, data acquisition, analysis, and transmission to the owner of the wireless sensor network are the primary 

research focuses in this work. Due to the flexibility of WSNs and the scarcity of resources in IoTs, both are frequently 

integrated. But the above integration makes these networks more open to outside factors and, thus, vulnerable to attacks 

like flooding, assaults, grayhole attacks, black hole attacks, and other scheduling problems that are typical in such 

circumstances. There are certain inherent properties of Wireless Sensor Networks (WSNs) that have made the detection of 

intrusion unsuitable, namely, false alarms, it has very high computing overhead and a poor detection ratio. This problem 

has arisen due to the network’s excess of data tightly connected in a dense manner and resource constraints of sensor nodes. 

For that purpose, this research recommends the utilization of machine learning techniques for intrusion detection in WSNs. 

The detection precision is enhanced by enhancing the use of Support Vector Machine (SVM ) combined with stochastic 

gradient descent (SGD). Moreover, the research proposes the integration of context knowledge, which is known as context 

awareness that takes into account user preferences and system characteristics or situations to improve the performance of 

the recommendation systems. In order to decentralize the computational load of the system, the first traffic data is reduced 

by principal component analysis (PCA) and singular value decomposition (SVD). The network risks observed are further 

categorised using an VG-IDS model. Worthy of note is the fact that the recommended WSN-DS algorithm could yield 

better results than other complex algorithms that were examined by using the WSN-DS dataset throughout the evaluation 

process; the accuracy rate of the proposed WSN-DS algorithm was 96%. It is seen in improvement of accuracy and recall 

and F1-measure rates to the improved figure of 98%, 96%, and 97% respectively. 

 

Keywords: Intrusion Detection; Internet of Things; Wireless Sensor Network; Accuracy; Machine Learning. 

 

1. INTRODUCTION  

As a result, of Wireless Sensor Networks WSNs, The Internet of Things (IoT) is directly attributed to 

wireless sensor networks. . This is well explained with the help of Internet of Things, which is able to connect 

two or more gadgets and significantly change people’s lives [1-2]. It is important to state that to provide the 

highest level of security to an IoT network, it is required to deploy certain specific measures. WSN has adopted 

various security measures such as Authentication, Encryption and all other related ideas into WSN. On the 

other hand, there are new security threats that can potentially bypass conventional solutions since there is 

diversity in attack techniques. Therefore, the confidentiality of information is the main condition that should 

be given special attention when creating a WSN to connect a large number of devices. Security of WSN systems 

must be maintained and enhanced; as this is the case, security in WSN system is becoming stricter in stringency. 

[3-4].  

 However, passive defensive strategies are not enough to provide Wireless Sensor Networks (WSNs) 

utterly security solutions. The works hold that there should be [5] preventive safety technologies on board. It 

is wise to use an IDS for constructing active defense configurations [6]. When conventional preventive 

mechanisms are not possible, then the utilization of Intrusion Detection Systems (IDS) which incorporates 

data-oriented methods can be employed to actively detect hostile incursions.  The volume of the traffic, which 

a network transmits, rises, and that is why IDS have problems with judging it in real-time manner. The 

behaviour of data in WSN is another factor that has to do with the rate at which data has to be processed and 

hence defines the effectiveness of IDS [7].  

Therefore, the first sign of an abnormal traffic can be signalled by sudden emergence of parameter 

features in the WSN, and the advent of traffic is relatively quicker. The interconnection normalcy can be further 

affected by calamities including flooding, jamming, sink holes, and worm hole [8]. Because of huge quantity 

and variety of data and absence of data, the classifier can have issues with fast identification of normal and 

extranormal traffic patterns [9]. The problem is how to identify the presence of malicious traffic in the network 
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among other non-related information flow and other extra elements. This issue extends the hours and energy 

used in searching for answers while at the same time reducing the chances of getting them [10].  

The dataset and features extracted utilized in the study or method determine machine learning's limits 

in the main. This highlights how important feature selection is to machine learning. Databases with tens of 

thousands of dimensions in feature space are becoming more common as computers are used in more areas of 

daily life. Nevertheless, only a small set of characteristics are able to fully capture the image. This data subset 

has a large number of redundant and unnecessary features, which greatly degrades machine learning system 

performance. The scientific community has demonstrated that the combination of feature selection with 

machine learning is quite successful, and this has resulted in the creation of technology that is extensively used 

in domains like networks traffic observing and safety [11]. 

Reducing the time, it takes to identify intrusions without compromising their accuracy or detection 

rate should be a top priority. Conventional approaches to network intrusion detection are insufficient for 

protecting WSNs due to the inherent incompatibilities among WSNs and conventional computer systems. 

Various aspects, including network design, data transfer, terminal types, and more, differ. Above all else, a 

WSN IDS must accurately and dependably detect both well-known and unidentified security threats to a 

wireless sensor network. Furthermore, the lightweight intrusion detection system (IDS) for Wireless Sensor 

Networks (WSNs) is essential for preventing a substantial decrease in the infrastructure's functionality. [11]. 

This paper provides a new perspective which is perfectly suitable for identifying anomalies in Wireless Sensor 

Networks (WSNs). This work's primary contributions are:  

• The computational costly intrusion detection method and low recognition rate of intrusion 

activities are both caused by the massive amounts and diverse types of data that the WSN 

must process.  Consequently, in this intrusion detection study conducted on WSNs, there has 

been the consideration of the following feature selection methods: SVD and PCA.  

• Thus, the research has the purpose of introducing a new intrusion detection model VG-IDS 

through examining and comparing two different categorization algorithms. Stochastic 

Gradient Descent and Guessing Naive Bayes in the WSN problem introduction. 

• In WSN, the VG-IDS is used to detect traffic attacks with a lower frequency of false 

positives. The shortcomings of conventional Wireless Sensor Network (WSN) intrusion 

detection techniques are attempted to be addressed by this paradigm. These drawbacks 

include poor detection performance, sluggish real-time performance, and out-of-date 

findings in comparison to related studies. 

The following overview describes the structure of the remaining portions of this work. The detection 

of intrusions in wireless sensor networks (WSN) is examined in Section 2. Relevant study findings are 

presented in Section 3. Section 4 reveals the strategy for preventing unwanted access to wireless sensor 

networks. In Section 5, experimental habitats are shown. Section 6 contains the outcomes and examination of 

the experimentations. Section 7 outlines the objectives for the future. 

 

 

2. DETECTION OF INCURSIONS IN WSN 

In the domain of Wireless Sensor Networks (WSNs), attacks are categorized as either passive or 

hostile. Also known as destructive attacks, active attacks are immediate and direct threats to the system that 

are perpetrated by adversaries. Conversely, passive attacks involve the source station taking over the data that 

is useful to the destination station while not interrupting the typical data flow. Individuals who are not 

authorized can gain access to data that is legitimate, this can lead to significant issues with the networks and 

lead to numbers of safety concerns. The issue of sensitive material does not impede its transmission. Passive 

attacks, such as eavesdropping on the conversation of a node, are different from active attacks, which take 

advantage of the broadcast nature of wireless communication [12]. The nature of the attack, whether internal 

or external, is influenced by its primary cause. To steal personal information from a Wireless Sensor Network 

(WSN), criminals only need to have access to powerful wireless devices for sending and receiving signals. 

These assaults often utilize methods like injection, replay, eavesdropping, and interference. The loss of a 

critical network component can facilitate an attack from a domestic threat. Within internal attacks on a network, 

there are two types of nodes: legitimate nodes and malicious observers. Independent nodes don't rely on other 

nodes and only use network resources without directly harming other nodes [13]. Conversely, malicious sensor 

nodes embody by imitating typical nodes and participating in actions like eavesdropping, interrupting, or 

altering the way communication is conducted across the entire network. Communication bandwidth, processing 

power, Energy and memory available are all finite resources for wireless sensor networks (WSNs). Therefore, 
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every situation and setting have unique needs, and these needs dictate how intrusion detection systems are 

designed.  

 

3.  RELATED WORKS 

Wireless sensor networks (WSNs) and ad hoc networks, which are both mobile and wireless, are 

examples of bigger wireless systems that are unable to be adequately protected by conventional wired intrusion 

detection systems (IDS). To resolve this issue, it is crucial to include intrusion detection technologies into 

wireless sensor networks (WSN). Anomaly detection-based intrusion detection systems are those that rely on 

unusual activity to guide their design. In view of the said observations, researchers have come up with a number 

of anomalous detection methods. These group of approaches owe their origin to cluster analysis, statistical 

learning models, machine learning algorithms and artificial immunity methods.  

 To avert the challenges associated with the intrusion identification models, a multilevel 

semisupervised ML (MSML) architecture was developed by Yao et al. [15]. Therefore, the design of the present 

study comprises four different methods, namely pattern recognition, FC, model modification, and the extraction 

of discrete clusters of points. Employing a hierarchical clustering method, the most important component of 

the semisupervised approach, namely the determination of “pure clusters,” is completed.  

  In a WSN a study by Chen et al. [16] offered a method of identifying LDoS assaults by using the 

HHT. While it may be impractical to aim at eliminating the suspects entirely, it would be possible to locate a 

considerable number of reliable nodes at a high rank which, if merged, would form a good starting point in 

producing the culprits. Reduction of energy utilization, time, and traffic were the goals to be achieved. 

Hu et al. [17] improved WSN security in a separate study by merging the SVM classification approach 

with the CSO algorithm. Finding a realistic and efficient method to use the existing data to forecast network 

incursions was the driving force behind this study. The SVM classification model achieved its objective of 

spreading the parameters among the nodes by employing the map reduction method. Nevertheless, one must 

take into account the following drawbacks: a) Participant results are missing, b) reaction time is slow, and c) 

overclassification is common. 

 To identify novel NSL-KDD archive data, Liu et al. [18] used EM in their study. In this post, we 

looked at several types of attacks, including synflood, land, ping of death, sweeping, and UDP flood. In order 

to optimise energy consumption and resource distribution, Hemanand et al. [19] suggested using the Glow-

worm Method with Internet of Things (IoT) sensors. This approach enables eco-conscious, intelligent energy 

management. It is impossible to assess a network's efficiency without taking its routing protocol into account. 

To make the network more secure, Jayalakshmi et al. [20] proposed encrypting all of the nodes. When 

optimisation methods such as PSO, GWO, FFA, and GA are available, Almomani argues that NIDSs can be 

made more effective by merging feature selection models. The suggested paradigm uses thirteen rules extracted 

from the aforementioned algorithms in an effort to boost NIDS's performance. To finish the aforementioned 

implementations, Anaconda's Python Open Source and wrapper-based techniques were crucial. Using the 

UNSW-NB15 dataset with the SVM and J48 classifiers, we evaluated the suggested model's performance. 

 The MQTT protocol is widely used by IoT devices, and Chang et al. [21] designed a dataset named 

MQTTset with that protocol in mind. The fact that academics have developed a mechanism to identify 

fraudulent actions in a real dataset—one that include security assaults on MQTT networks—is further proof 

that the dataset is legitimate. So, the findings of this research are the demonstration of the potential of MQTTset 

in developing machine learning models to increase security in IOT networks.  

 In their research, Kumar et al. [22] proposed a technique of intrusion detection by using the concept 

of violating usage. This method has the capability of distinguishing different types of network assaults such as 

probes, assaults that bring about denial of services, often special probes alongside normal attacks. The authors 

marked the utilization of the KDD or NSL-KDD 99 dataset in projects linked with Intrusion detection Systems 

(IDS). Although, it is now more or less realised that such records are archaic and ineffective to establish modern 

threats. To counter this problem, the research team in this study leveraged on an approach involving the 

UNSW-NB15 dataset that contains real world features not in the database so as to build a model that would be 

able to distinguish cyber crime from normal traffic. Chandre et al. [23] also showed in another research the 

potential of different AI models in predicting the level of attack success on the IoT systems using MQTT. The 

asses focused on the models taking the parameters such as precision, accuracy, and F1 scores into 

consideration. The study thus revealed that the outcome of the random forest method was more effective than 

the other models for having a near perfect estimated accuracy rate of about 96 percent.  

 Hemanand et al proposed a new IDS for WSNs; they called it “A hybrid IDS that utilises LSVM and 

CSGO” to enhance the security of WSNs. This system integrates aspects of one known as Cuckoo Search 

Greedy Optimisation (CSGO) and the other known as Linear Support Vector Machines (LSVM). Experiments 

are carried out with NSL-KDD and UNSW-NB15 datasets commonly used in the network field to evaluate the 
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performance of this IDS method. The pre-processing of the data involves attribute smoothing those entails 

employing CART for categorization.  

This requires data duplication, missing value, and appropriate criteria for data selection and 

management. According to the ideal number of features determined during pre-processing, the CSGO method 

is used here. Finally, the LSVM machine learning method is utilized for a determination of the label as either 

normal or anomalous. Therefore, it is possible to confirm how well the suggested security architecture 

addresses the organisational performance indicators by using several measures.  

 In their original study, Salmi and Oughdir [25] applied a number of tests created by employing the 

NS-2 network simulator that adopted the LEACH protocol. The objective of these exercises was to accumulate 

a great deal of network data which were then subsequently altered in order to obtain 23 various network 

parameters which served as a proxy for the status of the relevant sensor. Five forms of DoS attacks were also 

used throughout the study; they included Results for the 25-epoch CNN-LSTM model evaluation was as 

follows: 944 for accuracy, 0 **mean or average**. 96 for precision, and 0. 922 for recall. The contribution of 

these findings to the research was given a value between zero and one.  

 

4. WSN INTRUSION DETECTION ARCHITECTURE 

 

The Wireless Sensor Network (WSN) intrusion detection system consists of three main components: 

There exists a data collection facility, IDS model, and a reaction facility known as a reaction module that deals 

with intrusions discerned. Procedural sub-module of Data Collection Module involved in the gathering of 

information from the environment while the sub-module of the Detection Module involves the processing of 

the gathered information. In this particular module, analysts are used to analyze and assess the collected data 

with the primary objective of determining instances of intrusion in WSN. If an irregularity is detected, then the 

detection module is to notify the reaction module of this right away. Figure (1) show the application of WSN 

for intrusion detection area, it shows the sensor nodes (SN), cluster head (CH) and sink nodes (Sink) that forms 

the WSN. [26, 27]. 

 
 

Figure 1. Initial work for intrusion detection for WSN by using a basic design [28]. 

 

This distributed detection system for intrusion reduces the volume of communication and energy 

expenditure. The primary task of the cluster head is to oversee and regulate the various computer processes 

that occur globally. By reducing the volume of data to be transmitted and having only the cluster head 

communicate this volume, the system achieves effective communication. Additionally, the cluster head can 

task regular sensors with the computational burden, thereby alleviating the load. To that end, scientists have 

experimented with more complex data mining techniques in an effort to make IDSs in WSNs more effective. 

Due to the large computational costs, however, these solutions are impractical for real-time systems that utilise 

WSNs. huge input data dimensions, duplicate data in huge datasets, and inadequate data pre-processor are the 

main reasons for the great costly expenditure of IDS. 

 

4. THE PROPOSED IDS APPROACH 

Reducing the number of potential features is the main objective of feature selection for managing their 

quantity. The goals here are to preserve as much data as possible, make the IDS's computations easier, and 

improve the classification algorithm's accuracy. This is achieved by utilising commonly used pre-processor 
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techniques, like principal component analysis and singular value decomposition. There is a data analysis part 

of the programme that uses these techniques to check if the behaviour is suspicious. The suggested architectural 

design is described in full in Figure 2. Phase one of the study entails looking at various ways to manipulate the 

data in this particular setting. 

 

 
Figure 2. The VG-IDS algorithm framework specification. 

Wireless sensor networks use a combination of machine learning techniques to identify intrusions as 

efficiently as possible. First, the input data must be filled in. Then, a sequence of operations must be carried 

out within the constraints of certain parameters and hyperparameters. The dimensionality of the dataset is 

reduced using Principal Component Analysis (PCA), which retains the most relevant properties. Furthermore, 

two distinct datasets are created for training and testing; this is accomplished by using Singular Value 

Decomposition (SVD) to improve the data and draw attention to key features. The allocation is 80/20, meaning 

that testing receives 20% of the overall budget and training receives 80%. At this stage, we use two models: a 

Support Vector Machine (SVM) and a Stochastic Gradient Descent (SGD). However, SVM also maintains the 

mean and covariance of each class distinctly and SVM also calculates the probability of each class. 

Conventional SG then is trained from data which is raw or in other words, is not restricted by the training or 

the SGD technique. Therefore, this algorithm also estimates the gradient of said loss function with respect to 

the model’s parameters.  

This step in the data engineering stage that is charged with the evaluation of data significantly 

influences the performance of well-developed models. The PCA and SVD utilize the transformations in a 

manner that ensures it can be used to forecast the test set individual points. For making a prediction, the SVM 

model uses merely a class probability and then identifies the probability range which pertains to the concerned 

class. In predicting, SGD’s attempt to estimate parameters that place the decision boundary is done using 

stochastic gradient descent.  By calculating the F1 score, recall, accuracy, and precision for both anticipated 

and actual labels, we can evaluate the system's performance, a strategy known as "data engineering" that is 

fundamental to learning to detect invasions.Cleaning, normalising, and choosing characteristics are the three 

distinct phases of data processing. Using a filter-based approach that incorporates principal component analysis 

and singular value decomposition, the most important features are extracted. As soon as the correct feature 
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vector is identified, the model is assigned to the training set. The model's efficacy is evaluated when training 

is finished by comparing its results to the validation set. In the end, the experimental dataset is analysed using 

the validated model. 

 

 
 

 

4.1.  The Pre-processing for Dataset 

4.1.1. Gathering and representing data 

The delivered data is a property with alphabetic letters that, to circumvent it in the method, must be 

transformed into numerical values. The classification of attacks has five different types: "Normal," 

"Blackhole," "Grayhole," "Flooding," and "TDMA." Because it's impossible to quantify this information, the 

data are organized by ordinal numbers from 0 to 4 in a logical manner. For any changes or revisions that may 

be required, refer to Table (1). [30]. 

Table 1. Characteristic values and their conversions across attacks. 

Original eigenvalue Transformed eigenvalue 

Normal  0 

Grayhole 1 

Blackhole 2 

TDMA 3 
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Flooding 4 

 

 

4.1.2.  Label encoder 

The feature names, regardless of their nominal or ordinal nature, are composed and represented as 

strings. Some labels may necessitate the organization of information based on the order of attributes, while 

others may not require the organization of information based on nominal attributes. Converting labels into 

numerical values during the pre-processing of data is crucial to ensuring the learning algorithm is 

comprehended by the features appropriately. The LabelEncoder employs a numerical method of encoding to 

associate data with labels. 

4.1.3.  maximum and minimum normalization 

Continuous data normalisation is required in many classification methods that are significantly 

impacted by the magnitude of data characteristics varying from small values to those in hundreds of thousands. 

Here, we take the extreme values obtained from Equation (1) as a benchmark point for our analysis. The initial 

data for the jth feature dimension is denoted as xj, where Minj and Maxj represent the minimum and maximum 

value of the feature, respectively. The normalized data for the feature is also denoted as xj [30]. 

 

 

 

 

 

4.2.  Features Extraction 

4.2.1.  Principal Component Analysis 

Pattern recognition in high-dimensional space is a common problem that principal component analysis 

(PCA) attempts to solve. Using a modest set of distinguishing features, principal component analysis (PCA) 

aims to describe images. This set of images can represent both known and unknown faces. Through PCA, we 

can identify statistical evidence that supports the identification of facial traits, this information is then used to 

strengthen the legitimacy of Principal Component Analysis. To utilize PCA, we must convert a 2D matrix of 

facial images into a single dimension; it is important to recognize that a single dimension can be represented 

in either horizontal or vertical form, without altering its nature. singular value decomposition [22,23]. 

4.2.2.  Singular value decomposition 

Singular value decomposition (SVD) is a different method of data division. It has multiple uses in 

signal processing and statistics, one of these is the identification of patterns and the extraction of features from 

vectors. On the other hand, PCA can't figure out what features are in a signal that shows frequency variations, 

and it can't figure out what features are in a signal from only one signal. Singular Value Decomposition (SVD) 

is more beneficial than PCA because it can differentiate between the states of the body that are actually present, 

but which are masked by the different frequencies that they have [31-33]. 

 

4. 3.  Classification Models 

Intrusion detection is accomplished by utilizing the VG-IDS algorithm for classification with 

preprocessed data from wireless sensors, and then employing a method called sequence backward feature 

selection. VG-IDS is a system that employs gradient-based approaches. It's renowned for its quick processing, 

decentralized nature, and superior performance. The core principle of VG-IDS is a training method that utilizes 

a histogram-based approach, this method is limited in its use of features and samples. 

4.3.1.  Support Vector Machine 

Another well-liked machine learning technique, Support Vector Machine (SVM) is mainly employed 

for regression and classification. When high dimensionality or more dimensions than samples are present, 

support vector machines (SVMs) are thought to work best. The main goal of support vector machine (SVM) is 

to locate the optimal hyperplane in a space with N dimensions, where N is the number of qualities that 

distinguish one instance from another in the data.  

Choosing the optimal hyperplane for class differentiation is the key component of the support vector 

machine algorithm. A hyperplane is considered ideal if it maximises the distance from the nearest point in both 

classes. In the training set, you'll find these data points that are closest to the class that will be separated from 

another class; they're called support vectors as shown in figure 3[34]. 

𝑥𝑗
∗ =

𝑥𝑗 − 𝑀𝑖𝑛𝑗

𝑀𝑎𝑥𝑗 − 𝑀𝑖𝑛𝑗
 

(1) 
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Figure 3. A graphical representation of SVM algorithm classifier. 

 

4.3.2.  Stochastic Gradient Descent 

For linear classifiers in particular, the model is an outstanding learning strategy. It is sufficient to 

deduct the real gradient from the predicted one. With stochastic gradient descent, we can estimate the function's 

gradient by calculating a gradient for each learning component linked to the cost function. In order to 

accomplish the necessary changes, the settings were adjusted multiple times. Whenever new training data was 

collected, the model's parameters were adjusted. Stochastic gradient descent outperforms the traditional 

approach when used to big datasets [35]. This method of facilitating is really working. All things considered, 

the updated stochastic gradient descent (SGD) equations in (2) read as: 

𝜃(𝑡+1) = 𝜃(𝑡) −  𝛼𝑡 𝛻 𝑙𝑖(𝜃(𝑡)) (2) 

When adjusting the settings, both variables reflect the size of the learning set. You can see the exact 

number of iterations in the variable 't'. Index I will be arbitrarily assigned a new value before each repeat. 

Randomising samples before analysis is a common practice, nevertheless [36]. 

 

5. EXPERIMENT CONFIGURATION  

The dataset used in this study is public and can anyone have used [37]. This dataset includes metrics 

that could be utilised to detect possible hacks, and it is designed to be interoperable with Wireless Sensor 

Networks (WSNs). The four most common types of Denial of Service (DoS) assaults in the context of Wireless 

Sensor Networks with Data Sink (WSN-DS) are blackholes, grayholes, floods, and scheduling attacks. The 

specific details are listed in Table 2. The training set was composed of 299,728 samples that were randomly 

selected, which represents around 80% of the total. Conversely, the testing set was composed of 74,932 samples 

that were randomly picked, which made up the remaining 20%. 

Table 2. The WSN-DS dataset's class labels description. 

 

 

 

 

Class Description 

Normal Logs of a Typical Link 

 

Blackhole 

When an attacker initially identifies himself as a CH, they are launching a 

denial-of-service assault against the LEACH protocol. 

 

Grayhole 

The LEACH protocol is the target of a denial-of-service attack, which begins 

with the attacker posing as a CH to other nodes. 

Flooding 
There are multiple entry points for an attacker to compromise the LEACH 

protocol. 

Scheduling 
While LEACH is being initialised, its scheduling infrastructure is vulnerable to 

attacks. 
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The F-measure, recall, precision, and accuracy of the dataset are evaluated using the confusion matrix 

(CM). Using the method described in equations (3) to (6), which are cited in references [38,39], we can find 

the optimal balance between the number of false positive results and the ratio of false negative results to the 

total number of outcomes. The percentage of properly annotated training data is called precision. Try again 

with the percentage of "good" things that ended up in the "good" pile. The accuracy of a detection model is 

measured by the number of false positives it produces, which occur when certain things are incorrectly labelled 

as negative regardless of their true classification.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(5) 

𝐹1 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

=
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

(6) 

 

6. RESULTS ANALYSIS AND DISCUSSIONS 

This study, which comprised multiple separate experiments, proved that the proposed concept worked. 

The main goal of this experiment is to compare the performance of VG-IDS using PCA/SVD and 10 or 15 

features, with and without a feature extraction phase. Examining how VG-IDS stacks up against competing 

machine-learning categorization methods is the secondary goal. In this study, we will test VG-IDS against four 

different sorts of attacks to see how well it performs. Achieving a high level of performance in detecting 

potential threats is essential for the smooth integration and proper functioning of the network's intrusion 

detection system. In order to assess this performance, the precision and recall metrics are of utmost importance. 

Table (3) shows the results of a comparison between the performance of DNN [21] and Deep CNN [23] on the 

WSN-DS dataset without feature selection and that of popular classification methods like Stochastic Gradient 

Descent (SGD) and Gaussian Naive Bayes (SVM) without feature selection. 

 

Table 3. Measure other classification metrics when feature selection is not applied, WSN-DS 

database was used. 
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For more accurate estimators or require obtaining a better fit on the higher order of dimensions for 

sample sets, you can use the feature selection module which is designed for feature selection or dimensionality 

reduction. Ten to fifteen features are used in the strategy of this work, and two methods: the PCA and the SVD. 

4–7 are the plots illustrating the feature selection concerning the outcomes of applying machine learning 

methods to WSN-DS.  

 

Figure 4. Comparative 

analysis of various classification 

metrics using feature selection 

technique (PCA10) on 

WSN-DS dataset. 

Algorithms 
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DNN [21] 0.98 0.93 0.87 0.90 

Deep CNN [23] 97 94 92 90 

SG-IDS 

SVM  0.821 0.812 0.822 0.791 

SGD 0.952 0.981 0.953 0.961 



              ISSN: 2704-1077 eISSN 2704-1069 

International Journal of Mathematics, Statistics, and Computer Science 

254 

 

Figure 5.  Comparative analysis of several classification metrics using feature selection (PCA15) on WSN-

DS dataset. 

 

Figure 6.  Comparative analysis of several classification metrics using feature selection technique (SVD 10) 

on WSN-DS dataset. 
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Figure 7. Comparative analysis of several classification metrics using feature selection technique (SVD 15) 

on WSN-DS dataset. 

 

 

Figure 8. Analysing multiple classification measures. 

The earlier investigation has yielded exact results, according to the scholars. Table (3) indicate that 

when used to the WSN-DS wireless sensor network dataset, the SGD algorithm outperforms other approaches 

in terms of accuracy and recall. It is feasible to modify the amplitude of the gradient according to the sample 

size using Stochastic Gradient Descent (SGD). A reduced gradient is the obvious consequence of a more 

precise model. The effect of feature selection on algorithm parameters such as accuracy and F-measure is 
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shown in Figures (4) to (8). Compared to previous approaches, the feature selection process performs better 

here. Skill in feature dependency analysis and knowledge of the connection between feature subset search and 

model selection are prerequisites for productive work with the WSN-DS dataset. Since the next three methods 

disregard the interplay of the classifier's data, eliminating superfluous intrinsic qualities is a breeze. Although 

these features have a lot of potential for difference, when taking the complete data into account, their capacity 

to differentiate is restricted. Considering the accuracy of predictions, the learning algorithm of the wrapper 

assesses the merits of a proposed subset. Classifiers and feature selection collaborate to find the most useful 

set of attributes for training. In contrast to other approaches, such as ID-GOPA [17], the VG-IDS algorithm 

outperforms RF [24] and CNN-LSTM [25] as shown in Table (4). This is because the sensor nodes use the 

traffic data, they acquire to initially choose the characteristics. A method that makes use of principal component 

analysis and singular value decomposition has been created to optimise the traffic characteristics. Minimising 

the quantity of traffic data while simultaneously increasing the model's accuracy are the primary goals of this 

method. But there are problems with feature selection and classification that prevent intrusion detection 

systems in wireless sensor networks from functioning in real-time. These problems are as follows: Low 

detection accuracy is one of these problems, and another one is related to system complexity. The approach 

discussed above as a prevention-based technique with the proved quality of the real-time performance and a 

powerful detection capability implies that each of these constraints is addressed separately. This approach 

successfully solves each of the above problem and also avoid the problem of overfitting.  

 

7. CONCLUSIONS 

Another aspect that is steadily being integrated into intrusion detection system is the selection of 

features to be used in conjunction with the machine learning techniques. Feature selection techniques aim at 

enhancing the model’s generalisation performance and minimizing model’s sensitivity and feature quantity. 

Also, these techniques can provide information about existing connections between attributes and their values. 

In order to compare the outcomes of different approaches commonly used in machine learning, the experiment 

was designed in an artificial setting. First, among the competitors, VG-IDS provides an outstanding accuracy 

due to the decision-based learning algorithm and gradient boosting architecture. Thus, it allows flexibility in 

its application for different tasks, efficiency in terms of using lower memory consumption and high accuracy 

ranging from 95-96 percent. Also, VG-IDS can accept a large amount of data sample for testing. Therefore, 

this research seeks to improve the usability of VG-IDS more by comparing and assessing various IDS 

algorithms for WSNs. This means that this evaluation will assist in realizing high intrusion detection rates 

without much computational intensity being felt. The aim of this approach is to decrease the number of features 

and remove all unimportant information, which, of course, removes any concern. Further, in the later part of 

the work, VG-IDS will be employed in the enhancement of accuracy and memory usage. As it was illustrated 

when comparing the real data with other similar systems and in the course of empirical research, such method 

is characterized by high indices of detection, low indices of false alarms, and low demands on the essential 

consumption of computational resources. This system has also the potential of detecting intruders within the 

wireless sensor networks securely. 
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