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ABSTRACT: The tremendous growth of the Covid19 epidemic in recent months is having a devastating effect on 

human civilization. Many different biomarkers are being studied in an effort to monitor the patient's health. This might 

mask the symptoms of a wide variety of diseases, making it more challenging for a doctor to make a correct diagnosis or 

prognosis. Therefore, the goal of this study was to create a several classes prediction method that can handle situations of 

varying degrees of severity (severe, moderate, and mild).Using machine learning, a Lasso-logistic regression model is 

developed. To create the Covid-19 clinical dataset, researchers enlisted the help of 78 patients from the Azizia main 

hospital sector, the Wasit Health Directorate, and the Ministry of Health. The results show that the proposed method is 

generally accurate to the tune of 85.9%. Deaths have been reduced thanks to the established prediction method that 

enables for early detection of patients across three severity levels. 
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1. INTRODUCTION

The current COVID-19 pandemic, caused by the SARS-CoV-2 virus, is a global public health 

emergency of unparalleled proportions. The majority of people now infected have mild to moderate 

symptoms, with around 2% experiencing severe symptoms. The overloading of hospitals and emergency 

rooms has led to a shortage of critical care beds [1]. Several recent studies have concentrated on aspects of 

critical care management [3] and on the severity of cases, which have a higher mortality rate than other cases 

[2].Overburdening medical facilities (like intensive care unit beds) with false positives for really serious 

conditions is a real concern. Further, individuals at high risk of death would be treated later if severe or 

urgent cases were not identified quickly. The earlier severe cases are recognized, the sooner resources may be 

mobilized and the intensity of therapy can be increased [4]. 

From what we know so far, COVID-19 infection can cause everything from no symptoms at all to 

fatal outcomes. Some individuals with mild illness rapidly worsen after initially displaying only minor 

symptoms, including fever, cough, and exhaustion [5]. Patients in the ICU frequently suffer from sepsis, 

respiratory failure, a condition known as acute respiratory distress syndrome (ARDS), cardiac failure, and 

septic shock [6, 7]. Patients at risk of developing a critical disease can be identified earlier, which might 

improve treatment delivery and decrease mortality. Several danger indicators are previously known [8, 9] 

from the existing literature. In the meanwhile, numerous organizations looked for ways to score and identify 

patients based on severity to aid clinicians in therapy and treatment. The COVID-GRAM score was 

suggested by Lian et al. [10] for predicting serious medical conditions among patients (death, ICU admission, 

or mechanical ventilation). This score is based on ten factors, and its ROC analysis yielded an Area Under 

the Curve (AUC) of 0.88. Ji et al. [11] used information from 208 Chinese patients to create the CALL (C = 

comorbidity, A = age, L = lymphocyte count, L = lactate dehydrogenase) score, which may be used to 

forecast the development of the disease. In their development cohort, their model with only four variables 

yielded an AUC of 0.91. Using data from 641, a group of researchers in the United States created a new score 

to foretell ICU admission or mortality. The AUC to predict ICU admission using their score was 0.74, while 

the AUC for predicting death was 0.82 [12]. Mortality from COVID-19-related pneumonia has been 

predicted using the widely used CURB-65 (C = Confusion, U = blood Urea nitrogen, R = Respiratory rate, 65 

= age 65 or older) score and the Pneumonia Severity Index (PSI) in 681 laboratory-confirmed Turkish 

patients [13]. Multivariate regression models were used to produce all of these ratings. 
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Careful use of AI can aid in clinical decision making, and the field has already begun to address 

these vexing problems in healthcare [14]. Large data sets may be used by deep learning systems to spot 

danger, with surprising results [15]. These methods may be used to screen for TB in chest x-rays and cancer 

in mammograms, as well as to predict the risk of a myocardial infarction from retinal images [16]. Decision 

trees, a form of predictive analytics utilized here, have been used before to forecast the likelihood of 

contracting pneumonia [17]. 

Some studies have focused on analyzing patient blood samples in an effort to identify the most 

useful biomarkers for providing non-invasive identification solutions that protect healthcare workers from 

infection and provide a severity score for further treatment[18–20]. Using a machine learning (ML) based 

approach, the authors of [18] were able to predict the death rate of COVID-19 patients using only three 

biomarkers (LDH, CRP, and lymphocytes). Similar to the machine learning approach developed in Ref.[19], 

however, this one uses Eleven clinical indicators to predict COVID-19 severity. Based on 18 laboratory 

results, which were assessed by 6 distinct deep learning models, the prediction of COVID-19 was performed 

with deep learning models in a research published in [20]. Many of these studies have been discussed, but 

mostly from a technical or medical perspective. No prior effort has attempted to develop a dependable system 

that integrates both technological and medical perspectives, therefore helping clinicians arrive at a decisive 

assessment of the severity of a patient's condition. Studies should also focus on developing tolerated well 

drugs that could impact indicators and the disease course of moderate and mild patients to prevent long-term 

pulmonary damage[21]. Despite making up the majority of cases, moderate and mild cases have been largely 

ignored in previous attempts at research. In addition, the dataset utilized was collected from medical testing 

facilities and the patient's vital functions, which can result in high technical accuracy but can also confound 

seasonal flu and other viral flu [22, 23]. Further, in study [24], the authors make extensive efforts to predict 

the severity of covid-19 patients using a combination of different observations, but the classification 

performance is unsatisfactory. 

This work's key contributions may be summed up as follows:  

• Suggest a Lasso-Logistic Regression-based multi-class case severity prediction method for early-

stage COVID-19 infections.  

• A rich evaluation scenario based on well-established dataset and different assessment metrics. 

 

2. METHODOLOGY 

 

Dataset  

Dataset was extracted from studies [24, 25] The data used in the development of the models was 

collected between April 8th and March 12th, 2020. Azizia Primary Healthcare Sector- Wasit Governorate- 

Iraq confirmed the diagnosis of Covid-19 in 78 patients under the care of medical experts. The loss of smell 

and taste was the most prevalent complaint among 78 patients (92.3 and 91.2%, respectively). Cough 

(58.97%), sore throat (57.69%), sneezing (56.41%), pleuritic chest discomfort (53.84%), diarrhoea (52.56%), 

and nasal congestion and rhinitis (42.30%) followed fever (67.95%).For the classification task, the suggested 

model will make use of all 27 features from the provided dataset. 

 

Proposed Automated Multiclass Severity Prediction model 

As shown in Figure 1, this study proposes a case-severity detection system as a techno-medical 

assistance system to assist doctors in making decisions about their patients' conditions.  
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Figure 1: Lasso Logistic Regression Multiclass Severity Prediction Model. 

 

Figure (1) depicts a possible activity diagram for the requested task. The suggested approach 

suggests classifying patients into severe, moderate, and mild categories based on levels of lymphocytes, CRP, 

and SPO2. The severity of the patient's condition is reflected in the model's predictions. By combining results 

from three distinct diagnostic procedures (blood, urine, and vital functions) and evaluating their systemic 

significance, as established by medical literature. These traits (i.e. biomarkers) were used to teach the 

classifier to make the necessary distinctions between the groups. 

Patients in class 1 had the most serious condition, those in class 2 had moderate illness, and those in 

class 3 had the least severe. Accuracy, half total error rate (HTER), false positive rate (FPR), and false 

negative rate (FNR) were computed to assess the efficacy of the model. Another method of seeing the 

system's precision graphically is through the use of receiver operating characteristics (ROC).  

HTER=(FPR+FNR)/2                                   

Accuracy= 100 – HTER                                  

Using logistic regression, the instances are classified. In most cases, the classifier receives the 

features extracted from a sample and uses them to assign a score to the sample. The classifier will decide 

whether or not to accept a sample based on whether or not its score is higher than certain threshold. The 

efficiency of the entire system can be impacted by the decision of which classifier to use. 

 

Logistic Regression:  

Classification is a common application of logistic regression, a supervised learning method based on 

the probability function. Historically, logistic regression has been employed in the field of statistics for the 

purpose of analyzing data and identifying the associations between a set of independent factors and a set of 

dependent variables. The result of a regression analysis is a continuous numerical number. The value of a 

discrete dependent variable is calculated based on the value of a non-linear independent variable. For a more 

involved cost function, the sigmoid function is employed to give probability between 0 and 1. 

The goal is to use the probabilities indicated by Eq. (1) to represent the connections among the 

variables that are not dependent and the class. Refer to [26] for a more in-depth explanation of how 

multinomial logistic regression is used to carry out the classification. 

Y ≈ C0 + C1X1 + C2X2 + …+ CpXp            

The preceding linear regression equation shows the relationship between the dependent variable Y 

and the independent variables X and the coefficient estimates C. In order to fit the model, a loss function 

called the total of squares is used. In order to minimize the loss function, the coefficients in the equation are 

optimized. If there is a lot of noise in the training set, the wrong coefficients will be chosen. 
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The minimum absolutely shrinkage and choice operator (LASSO) [26], Ridge(L2), and Elastic-Net 

function are just a few of the many kernel functions available for use in logistic regression. The severity of a 

case is determined using Lasso (L1) logistic regression in this study. Lasso regression requires all coefficients 

on all except the most important variables to be zero. The model is refined until just the most important 

factors remain. Similar to linear regression, lasso regression employs a "shrinkage" strategy to get the 

coefficients of decision closer to zero. The regression coefficients obtained by linear regression are those 

actually seen in the data. To prevent overfitting and improve performance across datasets, you may reduce 

the size of these coefficients using lasso regression. When there is a lot of multicollinearity in the dataset, or 

if you want to speed up the process of eliminating variables and selecting features, logistic regression is the 

way to go. 

At first, we use the (Wasit) city database as a training set for the classifier. The compatibility scores 

are calculated using the Lasso(L1) kernel. The following is the formula for a logistic regression classifier 

using a Lasso kernel: 

                          
The first component in the preceding formula is the sum of squared residuals we're all familiar with, 

and the second component is a penalty whose size is proportional to the sum of all the coefficients. The 

Greek letter lambda before that total is a parameter used for tuning that determines the severity of the 

penalty. When it is zero, the OLS regression is the same as any other. 

 

Performance Analysis Criteria  

 There were four measures used to assess how well the machine learning method worked. The 

measures offered in Eq. 1–4 are accuracy, precision, recall, and F1-Score.True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN) each have their own numerical value.  

Accuracy = (TN + TP)/(TN + TP + FN + FP)         (1)  

Recall = TP/(TP + FN)                  (2)  

Precision = TP/(TP + FP)                (3) 

 F1 - Score = 2 × ((Precision × Recall)/(Precision + Recall))     (4)  

 

3. RESULTS AND DISCUSSION 

 

The result section is divided into different directions especially into ratio of data used for training 

and testing purpose. First, we have measured the performance of classification task based on random 

sampling with 80% have been used for training process while the 20% left for testing as presented in Table 1. 

Second, a cross validation scenario based on different number of folds has been also used to determine if the 

classification will better or worse than random sampling scenario as presented in Table 2. 

 

Table 1: Covid-19 severity classification based random sampling 80-20%. 

Model  Auc  Accuracy  F1 Precision  Recall  

Lasso-Logistic 

regression  

93 85 85 85.2 85 

 

Table 2: Covid-19 severity classification based on K-Fold cross-validation. 

Model  Number of 

folds 

Auc  Accuracy  F1 Precision  Recall  

Lasso-Logistic 

regression 

2 89.9 79.5 79.4 79.7 79.5 

Lasso-

Logistic 

regression 

3 92.6 85.9 85.8 86.1 85.9 

Lasso-Logistic 

regression 

5 93 82.1 82.1 82.1 82.1 

Lasso-Logistic 

regression 

10 93 84.6 84.7 84.9 84.6 

 

According to the Tables 1 and 2 the highest classification performance is based on random sampling 

but with minimum ratio comparing to three-fold cross validation scheme in training and testing process. This 

is maybe due to robust characteristics for used dataset and no missing value in data. However, each of 
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accuracy, F1, Precision, and Recall has same score based on random sampling ratio. In the same scenario, the 

highest value has scored by AUC with 93% as classification performance. 

On the other hand, we have utilized 2, 3, 5, and 10 folds of cross-validation to evaluate the efficacy 

of the suggested model. In order to ensure our model's efficacy and correctness on unseen data, we use a 

resampling approach called cross-validation. A number of additional Machine Learning models are trained 

on subsets of the current input data set, and the evaluated models are then compared to one another. Our 

paper makes advantage of In K-Fold cross-validating, the data is split into k subsets, or the holdout technique 

is repeated k times, with k-1 of the subsets used as the training set and k as the validation set. Over k 

iterations, we take the average of the error to determine the model's overall effectiveness. To mention we did 

not used ”Holdout Method” in cross validation or random sampling to avoid under-fitting or over-fitting 

problem. 

We have observed that the best classification performance is obtained based on 3 folds cross 

validation where the highest value for accuracy as well as other metrics have scored. A low classification 

performance was obtained based on other k-folds ration almost into all evaluation criteria except AUC. 

A confusion matrix is built to show how effectively a model for classification (or "classifier") 

operates on a dataset when the real values have already been identified. While the unpredictability matrix 

itself is simple, the associated concepts are depicted in Figure 2. 

  

 
Figure 2: Confusion matrix 

 

Using data ranging from mild to moderate, RF model achieved its best classification accuracy. 

These two groups have fared better than the rest of the school, with a classification ratio of 17% on average. 

This shows that Lasso-Logistic regression performs better than other methods, both in extreme and moderate 

cases. Table definitions of FP-rate and TP-rate are shown along the x-axis. Complex determination values are 

generated via Lasso-Logistic regression, which uses a random sampling of FP and TP values and their 

associated outcomes to make predictions about the target variable. The Y-axis of a ROC curve represents the 

true positive rate (TPR), while the X-axis represents the false positive rate (FPR). Therefore, the "ideal" 

position on the plot is located in the upper left corner, where the FPR is zero and the TPR is one. 

 

 
                                                             Figure 3: ROC for Mild Class 
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Figure 4: ROC for Moderate Class 

 
Figure 5: ROC for Sever Class 

 

Figures 3, 4, and 5 showed that Lasso-Logistic regression predication model very significant to 

predict features of healthcare dataset based on Mild cases. The main reason behind that due to the predication 

power of proposed model. Sever class have showed better performance than moderate class but not in the 

same level with Mild class. However, the lowest performance was observed based on the data of moderate 

cases. 

 

4. COMPARISON WITH STATE OF THE ART 

 

Most studies involving medical data and imaging analysis need to start with benchmarking so 

researchers can evaluate how well new methods stack up against the status quo. Most benchmarks are run on 

a standard dataset or on methods designed for a related problem space. 

For this reason, we used the most advanced and reliable COVID-19 classification strategies from the 

extant literature to conduct our benchmarking. The performance accuracy for severity prognosis has been 

fairly compared with state-of-the-art approaches in this study. 

Table 3: Comparison with state of the art 

Ref  Model  Accuracy  

Proposed Lasso-Logistic regression 85.9% 
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[27] SVM 80% 

[27] Decision tree 70% 

[24] SVM 81.5 

[24] Decision tree 75 

 

Table 3 displays the results of a comparison of each class and technique. Additionally, all prediction 

categories, including Mild, Moderate, and Severe, have been included in the comparisons. Everything 

considered state-of-the-art has been trained and evaluated using the same dataset. A severity prediction 

model using SVM and decision tree was used to determine the level of severity in [27, 24]. In contrast to [27] 

and [24], the suggested work achieved better performance when executing the benchmark workloads on the 

system. In spite of this, the suggested model outperforms all precedent research in terms of accuracy and 

precision optimisation rates attained by lightweight iteration in experimental settings. 

 

5. CONCLUSIONS  

Prediction algorithms based on Covid-19 are now one of the most used tools for the continuing epidemic. 

Using a total of 27 pathologically and technically validated characteristics from a variety of medical sources, 

we were able to zero down on three key markers for our study. Researchers in the healthcare industry used 

previous medical results to inform the development of a helpful technological system that can forecast the 

severity of an illness. A sample of 78 affected patients was obtained by the researchers themselves. 

Specialized doctors in accordance with the standards used by Iraqi hospitals classified patients as either 

"severe," "moderate," or "mild" upon admission. The integration of these technical and medical resources 

will help decrease health hazards and fatalities. We have created Lass0-logistic regression for COVID-19 

prediction, which can predict multi-class of case severity (severe, moderate, and mild) with more than 85% 

accuracy, allowing for early intervention, diagnosis, and maybe a reduction in mortality for COVID-19 

afflicted individuals. This work paves the way for further investigations into the effects of COVID-19 using 

alternative machine learning algorithms and the database. 
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