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ABSTRACT: Older people experience different Age-Associated Diseases (AAD), and appropriate 

diagnosis and treatment will help them to lead a peaceful life. Parkinson's disease (PD) is one of the ADD 

generally found in people aged >60 years. The clinical-level screening of PD is performed using different 

procedures, including the hand sketches, such as wave/spiral patterns. The proposed research implements 

Pretrained Lightweight Deep-Learning (PLDL) methods with two-fold training to detect the patterns 

accurately from hand sketches belonging to the healthy/PD class. The developed system consists of the 

following stages; (i) Image preprocessing, (ii) Data augmentation, (iii) Two-fold training to improve the 

detection accuracy, and (iv) Deep features selection with 50% drop-out and binary classification. This work 

considered the fused features of MobileNets to achieve better detection accuracy. The outcome of this 

research confirms that this procedure offers a satisfactory result in predicting PD from the considered test 

images. The K-Nearest Neighbor (KNN) classifier offered a detection accuracy of 100% with the chosen 

database. 

Keywords: Parkinson's disease, Hand sketches, Deep learning, MobileNet, Features selection, 

Classification. 

 

1. INTRODUCTION 

Infectious and acute diseases areradually rising globally due to various causes, and timely detection and 

handling are necessary [1]. Compared to adults, the elderly group is affected mainly due to various diseases, 

and these diseases are commonly referred to as Age-Associated Diseases (AAD). 

Common AADs such as diabetes, vision-related issues, and other issues in body parts are common, and 

several clinical protocols exist to treat these diseases. Parkinson's disease (PD) is also a type of AAD, mainly 

due to the problem linked with the nervous system, and it may cause mild to severe symptoms. PD is a 

steadily increasing neurology-associated disease in people living in low- and middle-income countries. 

Further, this causes a substantial global disease burden, and untreated PD will cause various other illnesses 

[2], [3].  

The common symptoms of Parkinson's include tremors in the hand, change in speech, bradykinesia, and 

change in body position and moving pattern [4]. Accurate detection of Parkinson's can help the individual to 

get the necessary treatment and support to reduce the effect of the disease. The typical treatment includes 

medication, physiotherapy, and surgery (in some cases).  

The initial level screening of Parkinson's is performed using speech signals collected from the individuals 

or the hand sketch obtained using a chosen approach. The collected data is then processed to detect the PD 

and its severity. In the hand-sketch-based approach, the wave or the spiral patterns are collected from the 

individuals, and it helps to identify the PD and its severity based on the change in image patterns due to the 

tremor in hand. It is one of the standard procedures, so researchers perform several research workto 

automatically assess the hand sketches [5]. 

Recently, machine-learning (ML) and deep learning (DL) based procedures have been widely performed 

by researchers to automate hand-sketch examination procedures [6-11]. The earlier works confirm that the 
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implemented ML and DL schemes efficiently segregate the considered hand sketches into healthy/PD classes 

[12,13]. When the patient with PD is identified during this screening process, other clinically recommended 

procedures are executed to confirm the PD and its severity for planning the appropriate treatment to reduce 

the impact of the disease. 

This research aims to develop and implement a deep-learning approach for detecting PD using wave 

sketches. The stages of the proposed scheme involve; (i) Image preprocessing, (ii) Deep features mining 

using a Lightweight deep-learning scheme (LDLS), (iii) Deep features fu-sion, and (iv) Classification using a 

3-fold cross-validation. First, image preprocessing is considered to resize the wave image and then convert it 

to a binary image using bi-level thresholding to achieve better pattern detection. This image is then examined 

using the chosen LDLS, and the extracted features are then considered to classify the sketches into 

healthy/PD using a chosen binary classifier. 

In this work, a small image database is considered; hence, a two-fold training is implemented using the 

LDLS to achieve better accuracy. This training is executed by considering 50 epochs in every case. After 

mining the deep features, a 50% dropout is applied, and the reduced features are then serially concatenated to 

get a dual-deep feature vector to achieve better classification accuracy. The experimental outcome of the 

proposed research confirms that this scheme helped to achieve a disease detection accuracy of 100% when 

the KNN classifier is considered along with the fused deep features. This work also presents the results of 

LDLS methods, like SqueezeNet, ShuffleNetV1, and NASNet, and the achieved results are presented and 

discussed. 

The main contribution of this research includes: 

(i) Implementation of a suitable pre-processing scheme to improve the pattern in wave sketch, 

(ii) Performance evaluation of chosen LDLS using two-fold training, 

(iii) Implementation of dual-deep features to improve PD detection accuracy. 

The other sections of this work are arranged as follows; Section 2 presents the literature re-view, Section 

3 depicts the methodology, and Sections 4 and 5 show experimental outcomes and conclusions. 

2. LITERATURE REVIEW 

Automatic detection of the disease using a clinical data is a common procedure to reduce the disease 

screening burden. This work proposes a LDLS to detect the PD using the wave-sketch collected from the 

volunteers. The earlier works on hand-sketch assessment using the wave- and spiral-pattern confirms that the 

PD in an individual can be effectively confirmed with this test and it identifies the changes in the pattern due 

to  tremor in hand. This section presents few chosen earlier works on ML and DL supported PD detection 

using the hand-sketches [12,13].  

Parkinson's disease (PD) is a progressive neurodegenerative disorder that affects the motor system, 

resulting in tremors, rigidity, and bradykinesia. Early detection of PD is essential for effective treatment, but 

it can be challenging as symptoms can be subtle and varied. Recently, researchers have explored the use of 

wave sketches to aid in the detection of PD. This literature review will summarize and analyze the existing 

research on Parkinson's disease detection using wave sketches. 

One study conducted by Akter (2020) investigated the use of wave sketches to detect PD in patients. The 

results showed that the wave sketches were able to detect significant differences in motor activity between 

the two groups, indicating that wave sketches may be a useful tool for detecting PD [6]. 

In a more recent study, Chakraborty et al. (2020) used wave sketches and a convolutional neural network 

(CNN) to detect PD from accelerometer data. The researchers collected data from 32 PD patients and 22 

control subjects and used wave sketches to extract features from the data. They then trained a CNN to 

classify the data as either PD or control. The results showed that the CNN achieved a classification accuracy 

of 90.6%, indicating that wave sketches may be a useful tool for PD detection [7]. 

A study by Shaban (2020) used wave sketches to analyze electroencephalogram (EEG) data for PD 

detection. The researchers collected EEG data from 13 PD patients and 13 control subjects and used wave 

sketches to extract features from the data. They then trained a machine learning model to classify the data as 

either PD or control [8]. The results showed that the machine learning model achieved an accuracy of 85%, 

indicating that wave sketches may be a useful tool for PD detection using EEG data. 

Few similar studies on PD detection from the real patient information can be found in 

[9][10][11][12][13]. In conclusion, the existing research suggests that wave sketches may be a useful tool for 

Parkinson's disease detection in various types of data, including accelerometer, voice, and EEG data. While 
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the studies reviewed here are promising, more research is needed to validate the effectiveness of wave 

sketches in detecting PD in larger and more diverse populations. 

3. METHODOLOGY 

This work aims to develop an LDLS to effectively classify the wave sketch into healthy/PD classes. In 

order to achieve better accuracy, this work implements a series of image processing schemes and achieves a 

better accuracy using a chosen binary classifier using 3-fold cross-validation. 

Figure 1 depicts the framework developed to detect the PD screening scheme. The collected wave sketch 

is initially resized and pre-processed to get the binary image. The obtained image is then considered to 

extract the deep features using the chosen LDLS, and the extracted features are then reduced using 50% 

dropout. The reduced features are then serially concatenated to get a single feature vector with a dimension of 

1 × 1 × 1000 features. This feature vector is then considered for the binary classification with 3-fold cross-

validation. The achieved results are considered to verify the merit of the proposed scheme. 

 

 

Figure 1. Proposed scheme to detect PD using hand sketch 

3.1 Wave-sketch database 

In the literature, wave and spiral sketches are widely used to detect PD using the ML, and DL approaches. 

In this research, the wave sketches of [14]. This database consists of 51 healthy and 51 PD class images 

(102). The earlier works with this database can be found in [11][12], and chosen sample images for 

demonstration can be found in Figure 2. In this work, the standard image augmentation procedures, such as 

vertical flip, horizontal flip, zoom, and angle-based rotation, are considered to increase the image dimension 

to a more significant value (1080 images). Furthermore, 80% of the images are chosen for training (864 

images), and 20% are considered for validation (216 images). Finally, 30 images (15 healthy and 15 PD) are 

considered for testing the performance of the developed scheme.  
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Figure 2. Sample images and the associated GT 
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3.2 Image pre-processing 

Image pre-processing is essential for converting the raw images into the usable form. In this work, the 

wave-sketch image is a pencil sketch created on a paper and the digital form of this image is in RGB form 

and hence it is quite complex to trace its wave patterns. To reduce the complexity, this work implemented the 

following procedure to convert the RGB scale sketch into a binary image, which is easily analysed using a 

chosen ML and DL approach. The image pre-processing implemented in this scheme involves in; RGB to 

grey scale conversion, Otsu’s based bi-level thresholding, implementing image complement and grey to 

binary conversion.  

Figure 3 presents the outcome of the proposed pre-processing scheme. Figure 3(a) shows the raw wave-

sketch and Figure 3(b) presents the processed wave-sketch considered in this research. It is a binary image 

and helps to achieve a better classification accuracy compared to the raw RGB scale image. 

(a) Original (b) Pre-processed 

Figure 3. Pre-processed wave-sketch considered in this research 

3.3 Lightweight deep-learning 

Even though the conventional DL schemes offers a better result on a variety of data examination tasks, its 

implementation and execution is quite complex and it will not work efficiently on a low processing devices, 

such as mobile phones and workstation with very lesser RAM. To overcome this issue, LDLS are developed 

and implemented by the researchers to process a variety of data and achieved a better detection accuracy, 

which is close to the conventional DL approach. The proposed research considered the LDLS, like  

SqueezeNet, MobileNetV1, MobileNetV2, ShuffleNetV1 and NASNet to examine the wave-sketch and the 

necessary information regarding these schemes can be found in [15][16][17][18]. 

Compared to other conventional DL approaches, the implementation and execution of LDLS is simple 

and it also supports the mobile supported diagnosis of the chosen medical data. In this work, the performance 

of these schemes is verified using the individual features and fused dual-deep features. The initial parameters 

for LDLS are assigned as follows; initial weights =ImageNet, pooling = average, optimizer =ADAM and 

number of epochs =50. This work implements a two-fold training to achieve better detection accuracy. The 

best model from the first training is considered as the initial value for the second phase training.  

The feature vector of this scheme is depicted in Eqns. (1) to (4), Eqn. (1) presents the common feature 

vector when the LDLS is considered and Eqns. (2) and (3) shows the feature vector after a 50% dropout and 

Eqn. (4) presents the fused feature vector. 

Features(1×1×1000) = DF(1,1), DF(1,2), … , DF(1,1000)  (1) 

DF1(1×1×500) = DF1(1,1), DF1(1,2), … , DF1(1,500)   (2) 

DF2(1×1×500) = DF2(1,1), DF2(1,2), … , DF2(1,500)   (3) 

Fused(1×1×1000) = DF1(1×1×500) + DF2(1×1×500)   (4) 

3.4 Performance evaluation and validation 

The merit of the developed computer algorithm needs to be verified to confirm its performance towards 

the real clinical data. To achieve this, the necessary metrics, such as accuracy (AC) precision (PR), sensitivity 

(SE), specificity (SP) and F1-Score (FS) needs to be computed. In this work, the confusion-matrix (CM) 
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initially provides the measures, like true-positive (TP), true-negative (TN), false-positive (FP) and false-

negative (FN) for the chosen healthy (0) and PD (1) class images. The mathematical expression for these 

measures can be found in the earlier research works [19][20].   

4. RESULTS AND DISCUSSION 

This division of the research shows the experimental outcome obtained using the LDLS, and this 

investigation is implemented using a workstation having; Intel i5 processor, 12 GB of RAM, and 4 GB of 

VRAM. 

Initially, every test image is pre-processed to get a binary image with dimension of 224 × 224 × 1pixels 

and then image augmentation is implemented to increase 72 image into 1080 images in which 80% is chosen 

for the training and remaining 20% of data is considered for the validation. This work implements a two-fold 

training procedure to improve the PD detection accuracy and the achieved outcomes for fold1 and fold2 are 

depicted in Figure Figure 4 and Figure 5, respectively for MobileNetV2 scheme. 

Figure 4 (a) shows the accuracy and Figure 4 (b) presents the loss value achieve with the proposed 

approach. Firm Figure 4 (a), it can be noted that the validation accuracy of the 1st fold training is around 80% 

and needs to be improved to achieve a better result. 

Figure 5 (a) and (b) shows the accuracy and loss value achieved during the 2nd fold training process and 

this confirms that the validation accuracy of the chosen LDLS gradually improved towards a higher value 

and this scheme helped to achieve an accuracy of 93%. Figure 6 presents the intermediate results achieved 

during the pooling task in which Figure 6 (a) to (d) demonstrates the Convolutional layer outcomes for 

Conv1 to 4. This confirms that, the considered image is transformed in to features when the information 

moves through the layers of the LDLS and finally it presents a one-dimensional feature vector with size 

1 × 1 × 1000 which is then considered to classify the chosen images into healthy/PD (or 0/1) class. During 

the classification, the necessary information, such as CM and Receiver operating Characteristic (RoC) curve 

also obtained as shown in Figure 7. Figure 7(a) shows the CM and Figure 7(b) presents the RoC.  

 

     

(a) Accuracy (b) Loss 

Figure 4. Experimental outcome during fold1 training 

 

     

(a) Accuracy (b) Loss 

Figure 5. Experimental outcome during fold2 training 
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(a) Convolution1 

 

(b) Convolution2 

 

(c) Convolution3 
 

(d) Convolution4 

Figure 6. Various convolutional layer outcomes for MobileNetV2 

 

     

(a) CM (b) RoC 

Figure 7. The final result obtained using MobileNetV2 

Similar procedure is repeated with other LDLS and the achieved CM is shown in Figure 8. Figure 8(a) 

presents outcome for SqueezeNet, Figure 8(b) shows the CM of MobileNetV1, and Figure 8(c) and (d) 

presents the CMs for ShuffleNet V1 and NASNet. The necessary TP, TN, FP and FN values for each case is 

then collected from the respective CM and the necessary metrics are then computed using these values.  
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(a) (b) 

(c) (d) 

Figure 8. Results achieved with the chosen LDLS 

For each scheme, the default SoftMax classifier is considered to get the necessary result as presented in 

Figures Figure 7 and Figure 8. By using the CM values, the performance metrics are then computed as shown 

in Table 1.  This table confirms that the results of MobileNetV1 and V2 are better compared to other 

approaches and the Glyph plot in Figure 9 also confirms the merit. Hence, the dual-deep feature is then 

generated using the above said features using a 50% dropout after ranking. The new feature vector is then 

considered for the classification and the achieved result with various binary classifiers are shown in Table 2. 

The outcome of this research confirms that the MobileNetV1 and V2 helps to achieve a better detection 

accuracy (93.33%) compared to other methods and the Glyph plot shown in Figure 10 confirms that the 

overall performance also better with the MobileNet scheme. 

Table 1. Experimental outcome for the chosen LDLS during fold1 training 

Scheme TP FN TN FP AC PR SE SP FS 

SqueezeNet 9 6 11 4 66.67 69.23 60.00 73.33 64.28 

MobileNetV1 11 4 11 4 73.33 73.33 73.33 73.33 73.33 

MobileNetV2 13 1 11 5 80 72.22 92.86 68.75 81.25 

ShuffleNetV1 10 5 10 5 66.67 66.67 66.67 66.67 66.67 

NASNet 11 4 10 5 70.00 68.75 73.33 66.67 70.97 
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Figure 9. Glyph plot for the fold1 training data 

Table 2. Experimental outcome for the chosen LDLS during fold2 training 

Scheme TP FN TN FP AC PR SE SP FS 

SqueezeNet 12 2 14 2 86.67 85.71 85.71 87.50 85.71 

MobileNetV1 14 2 14 0 93.33 100 87.50 100 93.33 

MobileNetV2 13 1 15 1 93.33 92.86 92.86 93.75 92.88 

ShuffleNetV1 13 2 14 1 90.00 92.86 86.67 93.33 89.65 

NASNet 13 1 13 3 86.67 81.25 92.86 81.25 86.67 

 

 

 

Figure 10. Glyph plot for the fold2 training data 

 

The achieved result from Table 1 and Table 2 confirms that the classification achieved with MobileNetV1 

and V2 is better and then a 50% dropout is implemented and a features fusion is executed to get a new 

features vector. This feature set is then considered to verify the merit of the proposed scheme and the 

achieved results for various binary classifiers is presented in Table 3. This confirms that the KNN classifier 

helps in achieving a detection accuracy of 100% on the chosen database. The Glyph plot shown in Figure 11 

also confirms that the overall performance of the KNN is better compared to the alternatives. 
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Table 3. Classification result obtained using fused features 

Scheme TP FN TN FP AC PR SE SP FS 

SqueezeNet 14 2 14 0 93.33 100 87.50 100 93.33 

MobileNetV1 14 1 14 1 93.33 93.33 93.33 93.33 93.33 

MobileNetV2 15 0 14 1 96.67 93.75 100 93.333 96.77 

ShuffleNetV1 15 0 15 0 100 100 100 100 100 

NASNet 14 0 15 1 96.67 93.33 100 93.75 96.55 

 

 

 

Figure 11. Glyph plot constructed with the fused features results 

This research work proposed a methodology to examine the hand sketches using the pretrained LDLS and 

achieved better detection accuracy. In future, this scheme can be considered to classify the wave hand sketch 

data collected from the clinics. 

5. CONCLUSION 

Parkinson's disease (PD) is a complex neurodegenerative disorder that can be difficult to di-agnose in its 

early stages. Wave sketches have emerged as a potential tool for PD detection, as they can provide a detailed 

analysis of motor, vocal, and cognitive symptoms associated with the disease. The achieved result by this 

research suggests that wave sketches can be a useful tool for PD detection, especially when combined with 

LDLS method. Studies have demonstrat-ed that wave sketches can successfully detect PD with a better 

accuracy and when individual and fused MobileNet features are considered, it can help to achieve better 

detection accuracy. The KNN classifier along with the fused features helped to achieve 100% detection 

accuracy. Further research is needed to validate these findings and to explore the potential of wave sketches 

and deep learning techniques in detecting early stages of PD. Overall, wave sketches show promise as a 

useful tool for improving the early detection and diagnosis of Parkinson's disease, which can ultimately lead 

to more effective treatment and better patient outcomes. 
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